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Two Quantitative Approaches for
Estimating Content Validity 1

Christine A. Wynd
Bruce Schmidt

Michelle Atkins Schaefer

Instrument content validity is often established through qualitative expert reviews, yet quantita-

tive analysis of reviewer agreements is also advocated in the literature. Two quantitative

approaches to content validity estimations were compared and contrasted using a newly devel-

oped instrument called the Osteoporosis Risk Assessment Tool (ORAT). Data obtained from a

panel of eight expert judges were analyzed. A Content Validity Index (CVI) initially determined

that only one item lacked interrater proportion agreement about its relevance to the instrument

as a whole (CVI = 0.57). Concern that higher proportion agreement ratings might be due to ran-

dom chance stimulated further analysis using a multirater kappa coefficient of agreement. An

additional seven items had low kappas, ranging from 0.29 to 0.48 and indicating poor agreement

among the experts. The findings supported the elimination or revision of eight items. Pros and

cons to using both proportion agreement and kappa coefficient analysis are examined.

Keywords: content validity; instrument development; osteoporosis risk assessment; kappa

coefficients; proportion agreement

Empirical research is based on systematic examination of conceptual

abstractions through measurable and observable responses. This process is

used to identify and explicate phenomena of interest to a discipline. Content

validity is an essential step in the development of new empirical measuring

devices because it represents a beginning mechanism for linking abstract

concepts with observable and measurable indicators. Content validity is
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defined as the extent to which an instrument adequately samples the research

domain of interest when attempting to measure phenomena (Carmines &

Zeller, 1979; Waltz, Strickland, & Lenz, 1991).

Carmines and Zeller (1979) identified two interrelated steps in this pro-

cess: (a) identifying the entire domain of content related to the phenomena of

interest beginning with a thorough review of literature and (b) developing

instrument items associated with the identified domain of content. These

authors go on to state that there is “no agreed upon criterion for determining

the extent to which a measure has attained content validity” (p. 22), indicat-

ing the absence of rigorous and objective measures for achieving content

validity. The resulting instrument content validity is based mainly on the

judgment, logic, and reasoning of the researcher with validation from a

panel of judges holding expertise in the domain of content.

Over the years, researchers began to identify a need to test the “fit” of

qualitatively derived items with their domains of content, and efforts were

made to find more quantifiable methods for determining content validity.

The purpose of this article is to compare and contrast two quantitative

approaches for estimating content validity using the development of a new

instrument as an example. The Content Validity Index (CVI), or proportion

agreement method, is analyzed and compared to the multirater kappa coeffi-

cient of agreement (Brennan & Hays, 1992; Cohen, 1960; Fleiss, 1971;

Topf, 1986). Both proportion agreement and the kappa coefficient are exam-

ined for utility and accuracy in estimating multirater agreement about con-

tent validity of the Atkins Osteoporosis Risk Assessment Tool (ORAT)

(Atkins, 1996). A full description of the ORAT’s content validity and use of

a panel of experts is provided elsewhere (Wynd & Atkins Schaefer, 2002).

Lynn (1986) advocated a two-stage process for estimating content valid-

ity in new instruments. The first stage, or “Developmental Stage,” identifies

the domain of content through a comprehensive literature review followed

by generation of the instrument items. Construction of the entire instrument

then occurs including instructions to respondents and scoring mechanisms.

An objective method for quantitatively measuring content validity is then

incorporated into the second stage, or “Judgment/Quantification Stage,”

when a select panel of content experts evaluates the instrument and rates

item relevance to the domain of content. During this evaluation, the experts

may use a Likert-type rating scale. The proportion of experts who are in

agreement about item relevance provides a quantitative measure of content

validity, the CVI, which has become very popular with nurse researchers

(Anders, Tomai, Clute, & Olson, 1997; Summers, 1993).
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PROPORTION AGREEMENT AS AN INDEX OF

INTERRATER AGREEMENT ABOUT CONTENT VALIDITY

The CVI, a proportion agreement procedure, allows two or more raters to

independently review and evaluate the relevance of a sample of items to the

domain of content represented in an instrument. A researcher then tallies the

proportion of cases in which the raters agree and determines the stability of

their agreement (Lynn, 1986). A Likert-type, ordinal scale with four possi-

ble responses is used. The responses include a rating of 1 = not relevant, 2 =

somewhat relevant, 3 = quite relevant, and 4 = very relevant. Researchers

advocating the use of this approach specify that ratings of 1 and 2 are consid-

ered “content invalid,” whereas ratings of 3 and 4 are considered to be “con-

tent valid” (Lynn, 1986; Waltz & Bausell, 1983; Waltz et al., 1991). Waltz

and Bausell (1983) indicated “the actual CVI is the proportion of items that

received a rating of 3 or 4 by the experts” (p. 384). Researchers are then

instructed to collapse four ordinal response rankings into two dichotomous

categories of responses (“content invalid” and “content valid”) and the CVI

becomes a two-category nominal scale (Lynn, 1986; Waltz & Bausell, 1983;

Waltz et al., 1991).

Many nurse researchers promote use of the CVI for estimating quantita-

tive evidence of content validity (Davis, 1992; Lynn, 1986; Summers, 1993;

Waltz et al., 1991); however, the CVI utilizes proportion agreement, which

has been criticized by investigators and statisticians over the past three

decades. Cohen (1960) was the first to identify the disadvantages of propor-

tion agreement and described this technique as a “most primitive approach”

(p. 38). Proportion agreement lacks a value indicating “no agreement,”

thereby creating the potential for inflation of agreement due to chance

(Garvin, Kennedy, & Cissna, 1988; Suen & Ary, 1989; Topf, 1986; Waltz

et al., 1991).

The limitations of CVI, or proportion agreement, are further analyzed by

Waltz and Bausell (1983) who reiterate Cohen’s (1960) concern about

chance inflation of agreement and discuss the dependence of agreement on

the number and combinations of categories used in the rating scheme.

Because only two categories are examined, random chance agreement could

be high.

Lynn (1986) argues that limitations identified by Waltz and Bausell

(1983) are overcome by employing larger numbers of experts (a minimum

of five) and establishing a four-level, Likert-type rating scheme. An ade-

quate number of experts is determined by applying a standard error of the
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proportion. Lynn indicates that this approach decreases the likelihood for

chance agreement because it brings the expert ratings closer to a normal dis-

tribution. Lynn also advocates use of a 4-point scale as superior to smaller or

larger scales that include an indecisive middle score (e.g., neutral). Lynn’s

argument becomes moot because researchers using the CVI are instructed to

examine the four Likert-type responses as two nominal, dichotomous cate-

gories (content invalid and content valid). The four ordinal responses disap-

pear and do not discriminate among varying levels of agreement. Collapsing

the four rating levels into dichotomous categories increases the possibility

that the judges will agree by chance alone 50% of the time, no matter how

many judges are used (Garvin et al., 1988; Topf, 1986), and there may also

be a potential loss of important information when the original ordinal scale is

no longer available.

Tinsley and Weiss (1975) further criticize the use of proportion agree-

ment with rationale that is directly in contrast to Lynn’s (1986) arguments.

These statisticians claim that proportion agreement “overestimates the true

absolute agreement by an amount related to the number of raters and the

number of points on the scale” (Tinsley & Weiss, 1975, p. 366). An

increased number of experts (raters, observers, or judges) and a larger num-

ber of categories for data assignment yield greater absolute agreement and

increase the risk of chance agreement. The use of more experts and a 4-point

scale, as advocated by Lynn (1986), may therefore contribute directly to

chance agreement. When there are frequent, similar ratings, proportion

agreement is often an inappropriate index because the number of “hidden”

disagreements influences the total proportion of agreement and creates spu-

rious inflation (Topf, 1986; Wakefield, 1980).

THE MULTIRATER KAPPA STATISTIC AS AN

INDEX OF INTERRATER AGREEMENT

Concerns about proportion agreement, as outlined above, lead many stat-

isticians to recommend Cohen’s (1960) coefficient kappa (k) for examining

interrater agreement. The kappa statistic represents the proportion of agree-

ment remaining after chance agreement is removed. Rather than comparing

the total proportion of agreements (Po) to a maximum value of 100%, the total

is compared to a maximum possible value that accounts for agreements

occurring by chance alone (1 – Pe), given the marginal distribution of item

ratings assigned by each expert panelist (Musch, Landis, Higgins, Gilson, &
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Jones, 1984). Pe is the proportion of agreements expected to occur by chance

alone, and (Po – Pe) represents the observations for which there are “real”

agreements versus chance agreements.

k
P P

P

o e

e

= −
−1

The literature is replete with debates about extensions of kappa beyond

Cohen’s original intentions, but kappa is mainly used to test interrater agree-

ment among observers who rate dichotomous categories of data (Landis &

Koch, 1977; Suen & Ary, 1989). The use of kappa with polytomous categori-

cal data or ordinal data is not recommended because kappa measures the fre-

quency of exact agreement versus approximate agreement, and the value of

kappa is highly reliant on definitions of the categories. If there are more than

two categories of nominal data, differences among the pairs of data will cause

varying levels of disagreement between observers or judges (Hutchinson,

1993; Maclure & Willett, 1987). When ordinal data are used, the distances

between categories may contribute to disagreements between judges. Some

statisticians advocate the use of a weighted kappa with ordinal or polytomous

nominal data; however, the weights are often randomly assigned thus creat-

ing an arbitrary statistic. The solution is to assign standard weights, but this

solution closely approximates intraclass correlations used to measure associ-

ations found in interrater reliability, not interrater agreement. Maclure and

Willett (1987) make the distinction between these two procedures by stating

that interrater reliability is the amount of proportion that deviates from the

means as different experts rate an item, whereas interrater agreement consti-

tutes exact agreement in the ratings made by different experts. Interrater

agreement is the indicated procedure for quantitatively estimating the con-

tent validity of new instruments.

In nursing research, studies often include two or more judges categoriz-

ing items or observations. A recommended modification of kappa is the

multirater kappa, which pairs the raters’ scores and sums the pairs of agree-

ments and disagreements. An overall measure of agreement is provided

based on an average of the pairwise agreements (Antonakos & Colling,

2001; Bishop, Feinberg, & Holland, 1975; Fleiss, 1971; Siegel & Castellan,

1988).

Kappa values range from +1.00 to –1.00, with a positive kappa indicating

interrater agreement occurring more frequently than would be expected by

chance. A +1.00 demonstrates complete agreement across raters. A zero

kappa indicates that agreements are no more than can be expected by
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chance. Negative kappas reveal that raters agree less frequently than can be

expected by chance, and indeed, raters may even disagree more frequently

than expected in a random fashion. A coefficient of –1.00 indicates total dis-

agreement (Suen & Ary, 1989). A minimally acceptable kappa of 0.60 for

interrater agreement was recommended by Gelfand and Hartmann (1975),

and many researchers use this as their measurement rule (Phillips, Castorr,

Prescott, & Soeken, 1992). Landis and Koch (1977) also provided

benchmarks for various levels of kappa magnitude and strength of agree-

ment, whereas Cicchetti (1984) and Fleiss (1971) assigned a separate set of

parameters. Table 1 illustrates the two major variations of kappa ranges.

Although kappa appears to be an improved measure of agreement over

proportion agreement, it too can be difficult to interpret. Kappa is sensitive

to the number of observations made, the distribution of the data, and the

presence of bias among observers. For these reasons, a kappa may be low

despite higher values of proportion agreement (Banerjee & Fielding, 1997;

Brennan & Hays, 1992).

CONTENT VALIDITY ESTIMATIONS FOR THE ORAT

Lynn’s (1986) two-stage approach was used to estimate the content

validity of the paper-and-pencil screening tool ORAT. The original tool is

provided for review at the end of this manuscript. The ORAT was designed

as a simple screening mechanism for determining preliminary risk for osteo-

porosis. Levels of risk, as measured by the ORAT, assist health care provid-

ers and patients in determining the need for education, intervention, or more

extensive types of definitive diagnosis, such as bone mineral density testing,

August 2003, Vol. 25, No. 5 513

TABLE 1: A Comparison of Magnitude Parameters for Kappa Coefficients

Landis & Koch (1977) Cicchetti (1984); Fleiss (1971)

Strength of Strength of
Agreement Kappa Statistic Agreement Kappa Statistic

Poor < .00 Poor < .40
Slight .00-.20 Fair .40-.59
Fair .21-.40 Good .60-.74
Moderate .41-.60 Excellent .75-1.00
Substantial .61-.80
Almost perfect .81-1.00



or bone densitometry. A full description of the ORAT’s content validation

process is provided by Wynd and Atkins Schaefer (2002).

During the initial, developmental stage of content validity (Lynn, 1986),

a thorough review of the literature established a domain of content about

osteoporosis risk. Twenty-three items for the ORAT were generated to

assess osteoporosis risk factors such as age, race, gender, previous diagnosis

of osteoporosis, past fractures of the hip, spine, or wrist, onset of meno-

pause, diet, alcohol and tobacco consumption, prescription medication

usage, estrogen replacement therapy, and calcium supplements.

The Judgment/Quantification stage (Lynn, 1986) then required that a

panel of experts review the ORAT. Eight experts were selected from nation-

ally known clinicians and researchers holding well-respected reputations in

the area of osteoporosis risk prevention and treatment (Wynd & Atkins

Schaefer, 2002).

Procedures for content validation were adapted from those described by

several researchers (Lynn, 1986; Martuza, 1977; Waltz & Bausell, 1983;

Waltz et al., 1991). In addition to the ORAT itself, experts were provided

with a relevance rating scale to quantitatively rate instrument item relevance

to the domain of content about osteoporosis risk factors. The rating scheme

for content relevance of the overall ORAT instrument and its individual

items included the 4-point ordinal scale, described earlier. Experts were also

asked to share qualitative comments regarding the ORAT items and the

overall tool (Wynd & Atkins Schaefer, 2002).

FINDINGS

In the literature, several authors provide information about the magnitude

or the amount of proportion that is sufficient for indicating higher levels of

interrater proportion agreement. An average agreement of 70% (0.70) is

“necessary” for agreement, 80% (0.80) for “adequate” agreement, and 90%

(0.90) for “good” agreement (Hartmann, 1977; House, House, & Campbell,

1981).

Fifteen out of 23 items received expert panelist ratings of 1 or 2 on the

Likert-type scale indicating high content validity and establishing an overall

instrument CVI of 0.65 (prior to elimination or revision of items). Eight

items, assessing medication and caffeine intake, received several expert

panelist ratings of 3 or 4 on the Likert-type scale and had CVIs equal to 0.86.

These items were either eliminated or revised. Only one ORAT item, which
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assessed a past diagnosis of kidney stones, received a CVI below the accept-

able level of relevance (0.57) and was immediately eliminated.

A majority of the experts rated each instrument item as “relevant.” Statis-

ticians point out that higher category frequencies are generally associated

with higher interrater agreements as the number of rated observations is

increased. As a result, agreement due to chance is enhanced, particularly if

rater variability is low (Hartmann, 1977; Soeken & Prescott, 1986;

Wakefield, 1980; Yelton, Wildman, & Erickson, 1977). Consistent ratings

by experts are therefore often due to chance, and these ratings incorrectly

indicate higher levels of agreement (Suen & Ary, 1989).

Due to concerns about the risk of chance agreement among the experts, a

second analysis of interrater agreement was undertaken. The multirater

kappa statistic was used and interrater agreement was reexamined.

Kappa has statistical properties that reflect formal reliability theory

regarding the stability of measures. Based on the statistic obtained, signifi-

cance levels can be determined for lower levels of agreement and are useful

for hypothesis testing (Landis & Koch, 1977; Topf, 1986). Results of the

analysis revealed a multirater kappa equal to 0.039 (p = .50), representing

very little agreement among the expert panelists. The null hypothesis, that

the observed value of rater agreement was greater than the expected chance

agreement, was not rejected. The experts’ interrater agreement about the rel-

evance of ORAT items was low and most likely due to chance.

Individual, adjusted, multirater kappas were examined for each of the 23

items and ranged from k = 0.29 to 0.71. A decision was made to reword or

eliminate items scoring below k = 0.48 because they were identified by the

experts as having very low relevance to osteoporosis risk. Items receiving

lower kappa coefficients were consistent with items having lower CVI rat-

ings; therefore, items eliminated from the ORAT included questions about

previous kidney stones, caffeine intake, and the use of medications such as

heparin, cyclosporines, antacids, and barbiturates. Items retained in the orig-

inal ORAT included age, gender, body mass index (height and weight), pre-

vious fractures, diagnosis of thyroid disease, use of thyroid replacement

medication, estrogen replacement therapy, weight-bearing exercise, family

history of fractures, age at onset of menopause, use of calcium supplements,

diet of calcium-rich foods, alcohol and tobacco consumption.
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DISCUSSION

Quantitative methods, used to confirm the content validity of new instru-

ments, increase the amount of information available for examining

psychometrics. Proportion agreement and the kappa coefficient of agree-

ment provide quantifiable methods for evaluating the judgments of content

experts. Kappa offers additional information beyond proportion agreement

because it removes random chance agreement. For a better understanding of

interrater agreement in general, and to increase confidence in the content

validity of new instruments, researchers should report both the proportion

agreement, as an indication of data variability, and the kappa as a measure of

agreement beyond chance (Brennan & Hays, 1992).

In the current study, these quantitative methods led to an examination of

instrument items that were relevant to the domain of content about osteopo-

rosis risk, and out of 23 items, 15 items remained quantitatively valid (8

items were eliminated). The next step in the development of the instrument

requires a qualitative examination of comments from the expert panelists

with revision of the final 15 items according to the experts’ responses.

NOTE

1. The authors acknowledge the Ohio Nurses Association for producing the original Atkins

Osteoporosis Risk Assessment Tool, and Merck & Company, Inc., for providing unrestricted

educational grants to support this research.
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